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What are foundation models? 

The Stanford Institute for Human-Centered Artificial 

Intelligence's (HAI) for Research on Foundation 

Models (CRFM) coined the term "foundation model" 

in August 2021 to mean "any model that is trained 

on broad data (generally using self-supervision at 

scale) that can be adapted (e.g., fine-tuned) to a 

wide range of downstream tasks
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(Geo)foundation model landscape (Zhou et al., 

2024)

Satellite 

imagery 

Foundation models

What are Geo-foundation models? 

Geo-foundation models: foundation model trained specifically to understand satellite 

imagery



Questions to be addressed in this 

presentation

 To what extent do translated textual descriptions preserve the 

similarity observed in the corresponding images?

 How to design a flexible SAM framework for segmenting multimodal

remote sensing data?

 How to develop an improved Visual-Language Model for enhanced 

remote sensing image comprehension?

 How can multimodal foundation models be adapted into a unified 

forecasting framework to enhance predictive analytics of urban 

dynamics in complex environments?

Study 1

Study 2

Study 3

Study 4



To what extent do translated 

textual descriptions 

preserve the similarity

observed in the 

corresponding images?

Understanding remote sensing imagery like reading a text 

document



Case study area 





The relationship between cosine similarity of caption embeddings, i.e., 𝐶𝑜𝑠 𝑽𝒕 ⟷ 𝑽𝒕
′ and cosine 

similarity of the corresponding image embeddings, i.e., 𝐶𝑜𝑠 𝑽𝒑 ⟷ 𝑽𝒑
′ .

Results 



Results 

Four 

clusters

Word cloud representations for the four 

investigated algorithms under the four-cluster 

scenario. 



Results 

 Only a moderate cross-modal match overall.

Across the 11,270 Atlanta image patches, the correlation between image-space cosine similarity and 

caption-space cosine similarity never exceeds r ≈ 0.52. Kendall’s τ shows the same pattern (0.27 –

0.35). This indicates that the textual descriptions retain some—but far from all—of the visual similarity 

structure.

 Model choice matters.

BLIP captions preserve the image similarity best, while mPLUG performs the worst; OFA and X-VLM sit 

in between. The gap (Δr ≈ 0.15) confirms that preservation quality is model-dependent.

 Preservation is object-specific.

When captions mention cars, visual–textual similarity strengthens markedly (e.g., mPLUG r = 0.563; X-

VLM r = 0.517). In contrast, scenes dominated by rivers show almost no correlation (mPLUG r = 0.082; 

BLIP r = 0.097). Built features such as roads and buildings fall in between. Thus, the extent of 

preservation hinges on which urban element anchors the caption.

 Similarity curves are non-linear and “wavy.”

LOWESS plots reveal a fluctuating relationship: high-similarity image pairs are sometimes matched by 

high-similarity captions, but mid-range image similarities often scatter widely in caption space. This 

suggests that linguistic translation injects additional semantic nuance not present, or not weighted 

equally, in the raw pixels.





Revisiting SAM-based semantic segmentation models

 RingMo-SAM (Yan et al., 2023): adapts SAM for multimodal RS data, using an 

embedding feature prompt encoder and multi-box prompts.

 RSPrompter (Chen et al., 2024): uses an anchor-and-query-based prompt generator and multi-

scale feature enhancer to extract features from the SAM encoder, producing distinct segmentation 

results

 CWSAM (Pu et al., 2024): fine-tunes the SAM encoder with lightweight adapters for SAR imagery, 

adding a classwise mask decoder with a class prediction head for precise pixel-level land cover 

classification

 SAM-MCD (Ding et al., 2024): leverages SAM’s zero-shot transfer to generate segmentation maps for 

optical imagery and uses OpenStreetMap (OSM) data with a connected component labeling algorithm to 

identify LULC changes

Notable efforts for RS land use and land cover segmentation:

Notable multimodal efforts:

SAM-based multimodal models still struggle with 

adaptability and accuracy issues due to information 

interference between modalities



Challenges in applying SAM-based multimodal semantic segmentation 

models to high-precision LULC classification



FlexiSAM: A flexible SAM-based semantic segmentation model for land cover 

classification

Key modules: 1) Multimodal Feature Enhancement Module (MFEM)

2) Dynamic Multimodal Feature Fusion Unit (DMMFU)

3) Dynamic Attention and Context Aggregation Mixer 

(DACAM)
4) Semantic Cross-Modal Integration Module (SCMII)



FlexiSAM: A flexible SAM-based semantic segmentation model for land cover 

classification

Key modules: 1) Multimodal Feature Enhancement Module (MFEM)

2) Dynamic Multimodal Feature Fusion Unit (DMMFU)

3) Dynamic Attention and Context Aggregation Mixer 

(DACAM)

4) Semantic Cross-Modal Integration Module (SCMII)

Cleans and amplifies each input modality with domain-specific filters (e.g., SAR speckle 

suppression, HSI PCA), producing noise-reduced, standardized feature maps that give the 

downstream network a solid, modality-aware starting point

Uses lightweight multi-head attention to learn per-scene confidence scores for every 

auxiliary modality, then fuses the most informative channels with RGB, so 

complementary signals are emphasized and irrelevant noise is suppressed.

Refines the fused tensor through multi-scale convolutional kernels and context-aware 

attention, jointly modeling local details and broad spatial relationships to deliver 

semantically richer, scale-robust features.

Applies a stack of shared MLP layers to align heterogeneous embeddings, blending 

auxiliary and RGB streams into a single, semantically consistent representation that the 

SAM encoder can ingest without architectural changes.



FlexiSAM : 

PyTorch
FlexiSAM* : 

LuoJiaNET(Zhang et al., 2023)
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Florence-2

CogVLM

Llama3.2-Vision
Qwen-VL

PaliGemma-2



A Hierarchically Aligned Visual-Language Model for 

Enhanced Remote Sensing Image Comprehension
Meet Aquila

 Aquila-CCN Vision Encoder (ConvNeXt-CLIP 

backbone)
• Most RSVLMs rely on ViT-based CLIP encoders that struggle with very large inputs. Aquila-CCN 

keeps convolutional inductive biases and is pre-trained for high-resolution imagery, so it natively 

handles multi-kilometre scenes without tiling or heavy down-sampling.

 Hierarchical Spatial Feature Integration (SFI)

• Traditional models flatten visual tokens and bolt them onto an LLM through a single linear or Q-

Former layer (“shallow alignment”). SFI repeatedly aggregates multi-scale feature maps with 

learnable queries, preserving spatial structure and fusing details from object to landscape scale 

before any language interaction.

 Multi-layer Deep Alignment (MDA) inside the LLM

• Instead of passing visual features to the LLM once, Aquila injects SFI outputs at several 

transformer layers, allowing iterative cross-modal attention and reasoning. This deep fusion 

yields stronger grounding of spatial relationships and markedly better performance on remote-

sensing captioning and VQA tasks.



Aquila architecture

 SFI = Spatial Feature Integration  

 MDA = Multi-layer Deep Alignment 





VQA demonstrations of the proposal Aquila



How can multimodal foundation models be adapted to improve 

predictive analytics in complex urban environments?

Can we develop a unified forecasting framework that fuses 

very-high-resolution remote-sensing imagery with plug-and-

play auxiliary datasets for predicting urban dynamics?

Questions 1

Questions 2



A Unified Framework for Next-Gen Urban 

Forecasting

Regional embedding 

(representation)

Task-aware 

dependency 

retrieval

Predictor



A Unified Framework for Next-Gen Urban 

Forecasting

To predict crimes for a given target region described 

as follows: [Region Description]. List the relevant 

urban features, buildings, land use, or functions near 

the target region that may provide useful contextual 

information.

Target Dep. #1 Dep. #2 Dep. #3
Task-aware representation

…



Variable Primary data set & provider
Native spatial / temporal 

resolution

How it was prepared for the 

model
Notes

Satellite imagery

National Agriculture Imagery 

Program (NAIP) four-band (RGB + 

NIR) mosaic for the Greater 

Chicago Area, downloaded 

through Google Earth Engine

0.6 m pixel size; acquisition: 

September 2019

Tiled into 512 × 512-pixel chips (≈ 

307 m × 307 m on the ground) 

before being fed to the 

representation encoder

Provides the visual backbone from 

which every region-level 

embedding and caption is derived 

GDP (grid-level economic 

output)

“Global 1 km × 1 km gridded 

revised real GDP” data set (1992–

2019) constructed from 

DMSP/OLS & VIIRS night-time 

lights, Chen et al. 2022

1 km grid; annual snapshots; 2019 

layer selected

Values interpolated from the 1 km 

raster onto the 500 m × 500 m 

analysis grid

Captures broad economic intensity 

independent of local survey data

Housing price

Official “House Prices” tables on 

the City of Chicago Data Portal 

(2019 transactions)

Point records of individual sales; 

timestamps to the day

Median sale price calculated for 

each 500 m grid cell via spatial 

join

Reflects real-estate market value 

at neighbourhood scale 

Ride-share demand

Transportation Network Provider 

(TNP) & taxi trip logs published by 

the City of Chicago (2019)

Point pick-up / drop-off events with 

exact times

Trip counts aggregated to the 500 

m grid (separately for pick-ups and 

drop-offs)

Serves as a proxy for short-

distance human mobility 

Traffic crashes
Chicago “Traffic Crashes –

Crashes” record set (2019 subset)

Point incidents with precise 

lat/long and timestamp
Total crash count per 500 m cell

Captures safety-related road 

conditions 

Crimes
Chicago “Crimes – 2001-Present” 

database (records for 2019)

Point incidents; offence codes & 

times
Incident count per 500 m grid cell

Indicator of social disorder & 

policing demand 

Municipal service demand
Chicago 311 Service Request 

collections (2019)

Point requests with service 

category
Request count per 500 m grid cell

Represents resident-reported 

infrastructure & maintenance 

needs 

• A city-wide 500 m × 500 m fishnet was generated; all non-imagery variables were spatially joined to this grid and, 

where necessary, interpolated so that every raster/tile and every structured attribute

(Input

)

(Prediction 

tasks)



 GAT = Graph Attention Network

 DHM = Deep Hybrid 

Model

Best regional encoding method among the three



 GeoTransformer’s architecture is genuinely plug-and-play—you 

can swap in any tested encoder or decoder module and still 

obtain strong, comparable accuracy across tasks. 

 Using an LLM-guided, task-aware neighbour-retrieval 

strategy consistently delivers the highest prediction accuracy, 

decisively outperforming purely data-driven or random retrieval 

baselines. 

 The model’s top performance depends on applying both spatial-

distance and information-entropy weights in the attention 

layer; omitting either weight causes a clear drop in predictive 

power.



 Satellite imagery alone already provides a 

surprisingly strong signal, yielding high-quality 

predictions across a wide range of urban-scale 

tasks. 
 Enriching the model with complementary context, 

e.g., street-view scenes, POI inventories, and 

demographic profiles, is expected to boost 

accuracy and robustness.
 The auto-generated text captions offer human-

readable explanations of each region, helping 

stakeholders interpret and validate model outputs.

Unified Framework for Next-

Gen Urban Forecasting
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